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❖ OMR (optical music recognition) 

❖ SIMSSA Project 

❖ LinkedMusic Project

Plan
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Optical Music Recognition (OMR)
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OMR

A process of converting images of music scores into 
a symbolic computer representation, such as MIDI, 
MusicXML, or MEI (Music Encoding Initiative).



          /55

Steps Involved in OMR

4

Music Symbol 
Recognition

Music Notation 
Reconstruction

Image 
Preprocessing

Digitized 
Score

Final 
Output

Symbol 
Combination

Semantic 
Assignment 

(pitch, value)

Staves 
Processing

Symbol 
Segmentation

Musical 
Structure  

Reconstruction

Binarization

Structural 
Analysis

Noise Removal

Image 
Segmentation

Symbol 
Classification



          /55

❖ Automatic playback  

❖ Rearrangements 
❖ Transpositions 
❖ Change of mode (Major /Minor) 

❖ Symbolic music analysis 
❖ Searching 
❖ Data mining 
❖ Distant reading 

❖ Reprints (for publishers) 

❖ Braille output  

❖ Score following

Why is OMR important?

5
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❖ 1966: First PhD dissertation 
on OMR 

❖ 1970: First published digital 
scan of music 

❖ 1984: First robot with OMR 
capabilities

A Brief History of  
Optical Music Recognition (OMR)
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https://www.scaruffi.com/mind/ai/wabot.jpg
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OMR Software
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❖ Framework for creation of structured document 
recognition system 

❖ Designed for domain experts 

❖ Image processing tools (filters, binarisations, etc.) 

❖ Document segmentation and analysis 

❖ Symbol segmentation and classification 

❖ Portable, extensible, simple, open-source, GUI, batch

Birth of Gamera (2001)
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Generalized Algorithms and Methods for Enhancement and Restoration of Archives
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❖ Think: “Google Scores”  
❖ Similar to “Google Books” minus Google 

❖ OMR (optical music recognition) to enable full-text search 
❖ Sophisticated music analysis and query 

❖ Access to digitized scores world-wide from a single 
website 

❖ 12-year project:  2011–2022: $4.4M 

SIMSSA 
Single Interface for Music Score Searching and Analysis

9



OMR

SIMSSA

The Vision: Global Music Library
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❖ Musicologists (20) 

❖ Music Librarians (8) 

❖ Music Technologists (11) 

❖ Partners (23) including: 
❖ Bavarian State Library 
❖ Bibliothèque nationale de France 
❖ British Library 
❖ Harvard University Music Library 
❖ HathiTrust Research Center 
❖ New York Philharmonic Archives

SIMSSA Team

11
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Neume Notation

12

!

Early Western Music Notation System: 10th–16th Century
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2011: Liber Usualis Project

13

Full-text search of 2,000 pages of Latin text and square notation

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Preprocessing: Aruspix

15

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Music recognition: Gamera

16

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Text recognition: Ocropus

17We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Pitch correction: Aruspix

18



          /55

Web interface: Diva.js

19

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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❖ A manuscript now in Canada 
(St. Mary’s University) 

❖ Salzinnes Antiphonal (1554) 

❖ From the Cistercian Abbey of 
Salzinnes in Namur (Belgium) 

❖ Brought to Halifax in the 1840’s 
by Archbishop William Walsh

2012: Salzinnes Project

20
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❖ Rodan: Remote Online Document Analysis Network 

❖ Workflow management system for large-scale optical music 
recognition processes 
❖ File management 
❖ Cropping 
❖ Rotation 
❖ Noise removal 
❖ Binarisation 
❖ Staff recognition and segmentation 
❖ Symbol recognition 
❖ Corrections 
❖ Build indices for searching

2013: Rodan 
Andrew Hankinson

21



Greyscale

Binarization

Border Removal

Lyric Removal

Staff Removal

Shape Classification

Music Reconstruction

Shape/Image Alignment

d d c dc cb

c dedcd dfd edc
C clef

punctum



Layout Analysis 
 

Calvo’s Method
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Three Different Outputs in One Step! 
Using Deep Neural Networks

24
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❖ S
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Separation of Staves, Notes & Texts 
Jorge Calvo Zaragoza • Paco Castellanos
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Creating the Ground Truth
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Pixel.js: Ground Truth Creator 
Zeyad Saleh, Ké Zhang & Eric Liu
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Partial Creation of Ground Truth
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To classify over 30 million pixels: 3 days (24 hours)!
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Ground Truth
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Original Image & Ground Truth
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Ground TruthOriginal Image
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Classification of a Page: Notes
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Classification of a Page: with Staves
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Classification of a Page
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InteractiveClassifier.js 
Minh Anh Nguyen
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❖ The Music Encoding Initiative (MEI) is a community-
driven effort to define a system for encoding musical 
documents in a machine-readable file format (XML). 

❖ In development since 1999.

❖ MEI is based on Text Encoding Initiative (TEI). 

❖ MEI is an alternative to MusicXML.

35
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Neume Mapping Table to MEI

36
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Neume Mapping Tool 
Imane Chafi



Layout Analysis & Correction  
Pixel.js

Symbol Classification & Correction
InteractiveClassfier.js

Automatic Pitch Finder

Corrections: Neon.js

Digitized Manuscript

Cantus Ultimus 
Interface

OCR & Text Aligner

Neume Mapping
Tool

Output Generator

SIMSSA Workflow for Neume Notation

Workflow Management System
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Cantus Database 
Debra Lacoste • Jan Koláček • Jennifer Bain 

Junhao Wang • Jacob deGroot-Maggetti
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OCR & Text Aligner  
Timothy de Reuse

❖ OCR used: OCRopus (recurrent neural network: LSTM)

❖ Sequence alignment: Needleman-Wunsch algorithm

RubricAbbreviations

Extollens quaedam mulier vocem de tur- 
ba dixit beatus venter qui te portavit et ube…

From Cantus Database
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OCR & Text Aligner  
Timothy de Reuse
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Neume Editor ONline: Neon 
Juliette Regimbal • Caitlin Hutnyk • Yinan Zhou



          /5543

Cantus Ultimus Interface 
Néstor Nápoles • Dylan Hillerbrand



❖ Be able to search across various music databases from one  
website 
❖ Database integration using linked data 

❖ Universal Musical Instrument Lexicon 
❖ Create a crowd-sourced website 
❖ Images and recordings of musical instruments  
❖ Name of the instrument in the local language 

❖ Funded for 7 years (2022–2029): $3.2M
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❖ Jennifer Bain 
(Dalhousie University) 

❖ Houman Behzadi (McGill) 

❖ Julie Cumming (McGill) 

❖ Debra Lacoste  
(University of Waterloo) 

❖ Audrey Laplante 
(Université de Montréal) 

❖ Cory McKay 
(Marianopolis College) 

❖ Laurent Pugin (RISM-
Digital) 

LinkedMusic: Co-applicants (7)

45
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❖ Rachelle Chiasson-Taylor 
(Library and Archives Canada) 

❖ Julia Craig-McFeely 
(Oxford University) 

❖ Jürgen Diet 
(Bavarian State Library) 

❖ Robin Desmeules (McGIll) 

❖ Simon Dixon 
(Queen Mary, University of London) 

❖ Jon Dunn (Indiana University) 

❖ Andrew Hankinson (RISM Digital) 

❖ Johannes Kepper 
(University of Paderborn) 

❖ Kevin Kishimoto  
(Stanford University) 

❖ David Lewis 
(Goldsmiths, University of London) 

❖ Jonathan Manton (Yale University) 

❖ Kevin Page (University of Oxford) 

❖ Alastair Porter (UPF / MetaBrainz) 

❖ Jenn Riley (McGill) 

❖ Patrick Savage (Keio University) 

❖ David Weigl (University of Music and 
Performing Arts Vienna) 

❖ Susan Weiss 
(Johns Hopkins University) 

❖ Frans Wiering 
(University of Utrecht)

LinkedMusic: Collaborators (18)
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❖ Bavarian State Library (Jürgen Diet) 

❖ British Library  

❖ Calcul Québec 

❖ Dalhousie University (Jennifer Bain) 

❖ MetaBrainz Foundation (Alastair Porter)  

❖ RISM Digital  (Laurent Pugin) 

❖ Université de Montréal (Audrey Laplante) 

❖ University of Oxford (Julia Craig-McFeely) 

❖ University of Waterloo (Debra Lacoste)

LinkedMusic: Partners (9)
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❖ Barbara Dobbs McKenzie (RILM: Répertoire 
International de Littérature Musicale) 

❖ Perry Roland (University of Virginia) 

❖ Rob Sanderson (Yale University) 

❖ Xavier Serra (University of Pompeu Fabra)

Advisory Board Members

48
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❖ Project Manager 
❖ Vi-An Tran 

❖ Postdoctoral Fellow 
❖ Anna de Bakker 

❖ Graduate Students 
❖ Kyrie Bouressa 
❖ Hanwen Zhang 
❖ Kun Fang 

❖ Liam Pond 
❖ Lucas March 
❖ Yu-Chia Kuo 

❖ Researchers 
❖ Dylan Hillerbrand  
❖ Geneviève Gates-Panneton 
❖ Yinan Zhou 

Staff & Graduate Students

49



          /55

❖ Yueqiao Zhang 

❖ Antoine Phan 

❖ Linnea Kirby 

❖ Mai Lyn Puittinen 

❖ Sebastien Chow 

❖ Simon Ngassam 

❖ Sichen Meng (intern?) 

❖ Caroline Guo (part time) 

❖ Zhanna Klimanova (part 
time)

Research Assistants
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LinkedMusic.ca
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1. RISM 

2. DIAMM 

3. Cantus Database 

4. Cantus Index 

5. Cantus Ultimus 

6. SIMSSA DB  

7. Canadian Chant Database 

8. Global Jukebox  

9. Dig That Lick 

10. MusicBrainz 

11. AcousticBrainz 

12. CritiqueBrainz 

13. ListenBrainz 

14. Motet Database

Initial 14 Databases
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❖ Optical Music Recognition (OMR) 

❖ SIMSSA (Single Interface for Music Score Searching and Analysis) 

❖ Neume notation 
❖ Gamera 
❖ Rodan 

❖ LinkedMusic

Summary
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❖ 6 pm Kim Fung (second floor, 1111 Rue Saint-Urbain)

Dinner on Wednesday Night
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A Practical Guide to 
Frontend Dev 

Yinan Zhou
DDMAL, McGill University
Training Week 2025 Summer

1



Outline ● Formatting
● Linting
● Typing
● Testing

2



Formatting

3



A formatter is a tool that automatically rewrites your code to follow a 
consistent style and formatting rules.

➔ Indentation and spacing

➔ Semicolons

➔ Single/Double quotes

➔ Etc.

What is a formatter?

4



1EditorConfig
Maintains consistent basic editor 

behavior across different 

IDEs/editors and developers

● Indentation

● Line endings

● Final newline at end of file

Prettier
Automatically formats code to 

follow a consistent style

● Wrapping

● Spacing

● Quotes

● Semicolons

● Bracket placement

● Etc.

5



Linting

6



What is linting?

7https://i.ytimg.com/vi/nE6u9Y2HqFE/maxresdefault.jpg



A linter is a tool that analyzes your code for errors, bad practices, or style 
issues — and often suggests or enforces improvements.

➔ Syntax errors

➔ Undefined variables

➔ Dangerous patterns

➔ Etc.

What is a linter?

8



Popular linter for JavaScript

➔ Customizable

➔ Support TypeScript

➔ Works with Prettier

ESLint

9



Typing

10



JavaScript + types = safer code

➔ Detects type mismatches

➔ Great for large codebases

TypeScript

11



Testing

12



➔ Tests in a real browser

➔ Human-readable syntax

➔ Live debugger and time-travel

Cypress E2E Testing

13



1. Set up the application state

2. Take an action

3. Make an assertion about the resulting application state

Three Phases

14



Introduction to Docker
DDMAL 2025 May

Hanwen Zhang



Outline
• What is Docker?  
• Key Docker concepts
• Docker architecture  
• Basic Docker commands 
• Docker compose, Docker swarm, and Kubernetes
• Docker for Rodan

02/17



What is Docker?
• An open-source platform for developing, shipping, and running 

applications 
• Uses containerization technology 
• Packages software with all dependencies 
• “Build once, run anywhere” philosophy

03/17



The Problem Docker Solves
• Old way: “It works on my machine.”
• Different environments cause inconsistencies 
• Dependency conflicts 
• Setup complexity 
• Scaling challenges

04/17



Why Docker Matters
• Consistency: Same environment everywhere 
• Isolation: Applications run independently 
• Efficiency: Less resource-intensive than virtual machines 
• Portability: Works across different platforms 
• Scalability: Easy to scale applications

05/17



Docker vs. Virtual Machines

Docker Virtual Machines
Share host OS Full OS per instance
Lightweight (MBs), fast startup Heavy (GBs), slow boot
Ideal for microservices Good for full OS isolation
Lower resource usage Higher overhead

06/17



Core Docker Concepts
Image – Snapshot or blueprint (e.g., python:3.11-alpine)
Container – Running instance of an image
Dockerfile – Script with instructions to build an image
Volume – Store data outside the container (e.g., DB files)
Docker Hub – Public image registry (like GitHub)

07/17



Docker Architecture
• Client-server architecture 
• Docker client communicates with Docker daemon 
• Docker daemon manages building, running containers 
• Docker registry stores images
• Docker volumes provide persistent storage

08/17



Docker Architecture

09/17https://flowygo.com/en/blog/introduction-to-docker/

https://flowygo.com/en/blog/introduction-to-docker/


Demo

10/17

app.py

from flask import Flask
app = Flask(__name__)

@app.route("/")
def hello():
    return "Hello, Docker!"

if __name__ == "__main__":
    app.run(host="0.0.0.0", port=5000)

Dockerfile

# Use a lightweight Python image
FROM python:3.11-slim

# Set working directory
WORKDIR /app

# Copy only what's needed
COPY app.py .

# Install Flask
RUN pip install flask

# Expose port
EXPOSE 5000

# Run the app
CMD ["python", "app.py"]



Basic Docker Commands

11/17



Docker Compose
• What is Docker Compose?

• Tool for defining and running multi-container Docker applications

• Key benefits:

• Define the application stack in a single YAML file

• Start all services with a single command

• Share the same configuration across environments

• Manage container dependencies and networking

• Common usage:

• Development environments

• Automated testing

• CI/CD pipelines 12/17



Docker Swarm
• What is Docker Swarm?

• Native clustering and orchestration 
solution for Docker

• Key concepts:
• Swarm: Cluster of Docker nodes
• Node: Docker Engine instance (manager 

or worker)
• Service: Definition of tasks to execute
• Task: Container running on a node

• Core features:
• Declarative service model
• Built-in load balancing
• Scaling services up/down
• Desired state reconciliation
• Multi-host networking
• Rolling updates

13/17



Kubernetes
• What is Kubernetes?

• Open-source platform for automating 
deployment, scaling, and management 
of containerized applications

• Core advantages:

• Auto-scaling based on demand

• Self-healing capabilities

• Automated rollouts and rollbacks

• Horizontal infrastructure scaling

• Service discovery and load balancing

• Storage orchestration

• Key concepts:

• Cluster: Set of nodes running 
containerized applications

• Node: Worker machine (VM or physical) 
in the cluster

• Pod: Smallest deployable unit (one or 
more containers)

• Deployment: Manages pods and replica 
sets

• Service: Exposes an application running 
on pods

14/17



Docker Compose vs. Swarm vs. Kubernetes

Feature Docker Compose Docker Swarm Kubernetes

Purpose Local dev (multi-
container)

Lightweight 
orchestration

Full production 
orchestration

Setup complexity Very low Low High
Scaling Manual Built-in (--replicas) Automatic

Load balancing No Yes Yes (via 
services/ingress)

Rolling updates No Yes Yes

Production-ready No Limited use Yes (industry 
standard)

15/17



Rodan Server with Docker Swarm

Main Instance

• 8 vCPUs and 1 vGPU
• 40 GiB instance RAM
• Main jobs
• GPU jobs
• PostgreSQL database
• Nginx

Support Instance

• 16 vCPUs
• 16 GiB instance RAM
• PY3 jobs
• Rodan client
• Job scheduling
• Website service

Data Instance

• 4 vCPUs
• 8 GiB instance RAM
• All files (Docker vol)
• Cron jobs

16/17Docker Swarm node Docker NFS volume



Best Practices
• Use official base images when possible

• Minimize layers to reduce image size

• Do not run as root inside containers

• Use .dockerignore file

• Tag images meaningfully

• Clean up unused images and containers

• Ask ChatGPT
17/17



Thank you.



CantusDB: an 
introduction

Anna de Bakker 
DDMAL Training Week 2025



overview:

Historical overview:  
What is CantusDB for? 

How did it arise? 
Who uses it and how? 

What kinds of things does it record? 

What’s the relationship to LinkedMusic?



Every non-mendicant monastery in England and Wales dissolved 1536-1539 (map: J.A. Cameron) 
Colours denote different monastic orders (types of communities)

(that’s  
a lot of chant!)

-Medieval Europe had a lot of churches 
[citation needed]

some historical context



-Medieval Europe had a lot of churches 
[citation needed]

-Each of those might have 8-9 services a day 
-Each service might have 5-40 things to sing 

some historical context



some historical context

Knowledge of trends—> what a 
particular community sang about, how 
they chose to do it, who else they were 
connected to

-What to sing varies depending on 
the feast (what’s being celebrated)  
-Feasts can vary from place to 

place
-order of items can differ

-most of this data is recorded in 
surprisingly durable form!



-music is hard [citation needed]
-text is easy!
-initial efforts to catalog (on paper!) in 1960s 

Hesbert, Corpus Antiphonalium Officii 
vol.3, 1968

some historical context



some historical context
-these text-centred efforts become the core 

of Cantus Index (not our topic today)
-basically a catalog of every known chant text, 

standardized and attached to an ID



so…what’s CantusDB?

-split from “Cantus Index” in 2012 

-CantusDB records every chant in a manuscript : 
i.e. every instantiation of a chant in some place 

-basically, a  Table of Contents for many chant 
manuscripts, with standardized references 

-maintained by DDMAL in cooperation with the 
Digital Analysis of Chant Transmission (DACT) 
project 



-cantusindex.org : over 60,000 chant texts 

-Cantus Database (https://cantusdatabase.org) : over 
539,000 chant items 

-There are several other “Cantus Network” databases using 
the same metadata fields 

-Together these have metadata on over a million chants 

so…what’s CantusDB?



-this data is entered by scholars and 
their minions  
-cleaned up by admins before 
publication 
(N.b. scholars would probably do 
this work anyway!)

so…what’s CantusDB?



Also have a melody search based on Volpiano

CantusDB is very useful for: 
-finding chants and seeing where they occur 
-finding images of a chant 
-seeing what was done in some place 
-or what was done on some day! 



CantusDB is also 
useful for 

comparing one 
example of chant to 

others

…an international 
reference point for 
all kinds of chant-

related data! 



Two main types of objects in CantusDB: 
sources and chants



Sources

-each represent a manuscript or fragment 
-have information about type of book & current location 
-paragraphs for longer form description 
-some data about who worked on the inventory 
-navigation to sections of manuscript (+external links) 



Typical source 
edit page

Note: some 
information is 

fixed 
vocabulary; 
some fields 
reference 
external 

concepts

Sources



Chants

Lots of information: 
-where they are in the 

book 
-when they were sung 

-some chants 
have no music 

-other things on 
the page may be 

in the DB as 
metadata



Chants

Typical chant 
edit page



orienting yourself in a liturgical manuscript

-‘folio numbers’ instead of page numbers 
 -50r= ‘recto’ (front) of the fiftieth leaf; 50v is the back
-rubrics (‘red’): give instructions/stage directions 
 -feasts 
 -time of day 
 -types of chant 
 -other information as needed



Einsiedeln, 15v-16rtime of day Einsiedeln, 15v-16rname of 
the feast



McGill MS 0018

Some examples of rubrics

McGill Ms 0073



-‘differentiae’: shorthand for a formula to chant 
 a psalm on.  
  -text is usually ‘euouae’=seculorum    
  amen

-‘incipits’ give the beginning of a chant you 
are expected to know/have somewhere else

some useful vocabulary

-types of chant (“Genre” in Cantus DB):  
-responsory (long, multipart structure) 
-antiphons (go with psalms)



responsories verses
cues to repeat music



differentiaeantiphons



Chants

Typical chant 
edit page

-again note 
differences in 
fixed/free and 
internal/external 
metadata fields



Some world domination   data linking ideas



-“institution” linked to RISM at source level (done!)

-“notation”, “provenance” likewise not controlled

-“book type” could be linked to external authorities 
(currently not controlled vocabulary)

Some world domination   data linking ideas



-text linked to Cantus Index at chant level 

-“feast” being added to WikiData for external authority

-“differentia” linked to Differentia Database (but not 
other musical information)

Some world domination   data linking ideas



Thank you!



Introduction

Ichiro Fujinaga 
Music Technology Area, Schulich School of Music 
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❖ Be	able	to	search	across	various	music	databases	from	one		website	

❖ Universal	Music	Instrument	Lexicon	(formerly	known	as	Virtual	Instrument	

Museum)	

❖ Create	a	crowd-sourced	website	

❖ Images	and	recordings	of	musical	instruments		

❖ Name	of	the	instrument	in	the	local	language	

❖ Basically	a	front-end	for	displaying	and	ediDng	musical	instrument	data	on	

Wikidata	

❖ Funded	for	7	years	(2022–2029):	$3.2M	

❖ SSHRC	Partnership	Grant	

❖ FRQSC	Research	Team	Support	Grant	

❖ McGill	University

LinkedMusic:	Key	Concepts

2
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Par6cipants:	Julia	Craig-McFeely,	Andrew	Hankinson,	

Alessandra	IgnesD,	Jürgen	Diet,	David	Weigl,	Jennifer	Bain,	

Martha	Thomae,	Anna	de	Bakker,	Taz	Sco]-Talib,	Jon	Dunn,	

Wayne	Lin,	Audrey	Laplante,	Alastair	Porter,	Debra	Lacoste,	

Hanwen	Zhang,	Jenn	Reily,	Kyrie	Bouressa,	Jacob	deGroot-

Magge`,	Yinan	Zhou,	Cory	McKay,		Lucas	March,	Van	Pham,	

Laurent	Pugin,	Marisa	Goldman,	Rebecca	Mizrahi,	Bernhard	

Lutz,	Julie	Cumming,	Susan	Forscher	Weiss,	Dylan	Hillerbrand,	

David	Lewis,	Houman	Behzadi,	Kevin	Kishimoto,	Jon	Manton,	

Robin	Desmeules

LinkedMusic	Project	Mee6ng	II	
21	October	2023:	McGill	University,	Montreal
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❖ Guest	speaker:	Jan	Hajič	

❖ Par6cipants:	Jennifer	Bain	(host),	Debra	Lacoste,	Andrew	Hankinson,	Anna	de	
Bakker,	Dylan	Hillerbrand,	Julia	Craig-McFeely,	Tim	Expert,	Houman	Behzadi,	Lucero	

Enríquez	Rubio,	Julie	Cumming,	Lionel	Li-Xing	Hong,Phoebe	Durand-McConnell,	

Marcia	Ostashewski

LinkedMusic	Workshop	IV	
7	April	2024:	Dalhousie	University
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                    LinkedMusic 2025 Training Week /61

❖ Guest	speaker:	Ichiro	Fujinaga	

❖ Par6cipants:	Elsa	de	Luca,	(host),	Martha	Thomae,	Alessandra	IgnesD,	

Craig	Sapp,	Debra	Lacoste,	Jennifer	Bain,	Manuel	Pedro	Ferreira,	Francesco	

Orio,	João	Pedro	d’Alvarenga,	Antoine	Pham,	Hana	Vlhová-Wörner

LinkedMusic	Workshop	V	
24	June	2024:	Lisbon,	Portugal
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Par6cipants:	Julia	Craig-McFeely,	Andrew	Hankinson,	

Alessandra	IgnesD,	Jürgen	Diet,	David	Weigl,	Jennifer	Bain,	

Martha	Thomae,	Anna	de	Bakker,	Taz	Sco]-Talib,	Jon	Dunn,	

Wayne	Lin,	Audrey	Laplante,	Alastair	Porter,	Debra	Lacoste,	

Hanwen	Zhang,	Jenn	Reily,	Kyrie	Bouressa,	Jacob	deGroot-

Magge`,	Yinan	Zhou,	Cory	McKay,		Lucas	March,	Van	Pham,	

Laurent	Pugin,	Marisa	Goldman,	Rebecca	Mizrahi,	Bernhard	

Lutz,	Julie	Cumming,	Susan	Forscher	Weiss,	Dylan	Hillerbrand,	

David	Lewis,	Houman	Behzadi,	Kevin	Kishimoto,	Jon	Manton,	

Robin	Desmeules

LinkedMusic	Project	Mee6ng	III	
26	October	2024:	McGill	University,	Montreal
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LinkedMusic.ca

7
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❖Make	musical	informaDon	accessible	to	

more	people	in	the	world	

❖Make	musical	queries	available	in	

languages	other	than	English

Goals	of	LinkedMusic

8
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Languages	most	frequently	used	for	web	content	as	of	

January	2023,	by	share	of	websites	(staDsta.com)

9

14%2%
2%

3%
3%
4%

4%
4%

5%

59%

English
Russian
Spanish
French
German
Japanese
Turkish
Persian
Chinese
Others

59%	of	the	Web	is	English

https://www.statista.com/statistics/262946/most-common-languages-on-the-internet/
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Languages	spoken	as	a	First	Language	
(Wikipedia:	2023)

10

62%

1%

2% 2%
3%

3%
4%

5%

6%

12%

Which	slice	is	

English?
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Languages	spoken	as	First	Language	
(Wikipedia:	2023)

11

62%

1%

2% 2%
3%

3%
4%

5%

6%

12%
Mandarin (12%)
Spanish (6%)
English (5%)
Hindi (4%)
Portuguese (3%)
Bengali (3%)
Russian (2%)
Japanese (2%)
Cantonese (1%)
Others (62%)
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Who	can	speak	English?	
(www.babbel.com)

12

83%

17%

English
Others
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Who	can	speak	English?		
Compared	to	websites

13

83%

17%

English
Others

14%2%
2%

3%3%
4%

4%
4% 5%

59%

English
Russian
Spanish
French
German
Japanese
Turkish
Persian
Chinese
Others

Can speak English Websites
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1. SIMSSA	DB	

2. Cantus	UlDmus	

3. Cantus	Database	

4. DIAMM		

5. RISM	

6. Cantus	Index	

7. Canadian	Chant	Database	

8. Global	Jukebox		

9. DTL1000	(Dig	That	Lick)	

10.MusicBrainz	

11. AcousDcBrainz	

12. CriDqueBrainz	

13. ListenBrainz	

14.MOTET	Database		

(Jennifer	Thomas)

Ini6al	14	Databases

14

15. TheSession.org
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❖ Lazy	Learning	vs	Greedy	Learning	

❖ Lazy	learning:	k-nearest	neighbour		

❖ Greedy	learning:	arDficial	neural	networks	

❖ HarvesDng	vs	Federated	Search	

❖ HarvesDng	search:	Google	

❖ Harvested	data	is	indexed	

❖ Federated	search:	Kayak,	Google	Flights,	Expedia		

❖ Needs	APIs	(ApplicaDon	Programming	Interface)	on	the	client	side	

(e.g.,	airlines	and	hotels)	

❖ Lazy	searching:	HarvesDng	without	indexing

“Lazy	Searching”

15
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❖ Combine	various	sources	and	dump	them	into	our	

LinkedMusic	Data	Lake:	OpenLink	Virtuoso	

❖ Reconcile	schema	(properDes)	and	vocabularies	to	

Wikidata	using	OpenRefine	

❖ Use	SPARQL	and	other	search	engines	(e.g.,	Solr,	

ElasDcSearch)	for	queries

Current	Basic	Process

16



LinkedMusic Overall Process: Virtuoso Version

Search for All Types of Music Information from 
SESEMMI website

…

…

…

Export to simple formats (CSV) but  
in the original metadata schemas

SESEMMI: Search Engine System to Enhance Music Metadata Interoperability

Different Music Databases (14) with 
incompatible metadata schemas

…

…

Universal Music Instrument Lexicon 
(UMIL) 

(provides vocabulary to Wikidata)

Once an item is found, the user is guided to the original database for detailed viewing

Openlink: Virtuoso
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Who	can	speak	English?		
Compared	to	websites

18

83%

17%

English
Others

14%2%
2%

3%3%
4%

4%
4% 5%

59%

English
Russian
Spanish
French
German
Japanese
Turkish
Persian
Chinese
Others

Can speak English Websites
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❖ Name	of	musical	instruments	may	be	needed	for	query		

❖ Music	instrument	names	varies	across	languages	and	

cultures	

❖ A	way	to	translate	musical	instrument	names	in	as	many	

language	as	possible	

❖ User-friendly	interface	to	populate	musical	instruments	in	

Wikidata

UMIL	(Universal	Musical	Instrument	Lexicon)		
Formerly	known	as	VIM	(Virtual	Instrument	Museum)

19
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VIM	(Virtual	Instrument	Museum)	

20
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❖ Linked	Data	

❖ SemanDc	Web	

❖ Ontologies	

❖ RDF	

❖ SPARQL	

❖ Wikidata	

❖ OpenRefine

Overview	of	technologies	used	in	LinkedMusic

21
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❖ Linked	data	is	a	method	to	create	interlinked	data	sets	

that	can	be	accessed	by	both	humans	and	machines.	

❖ It	facilitates	data	integraDon	and	enhance	the	

interoperability	of	diverse	datasets.	

❖ RDF	(Resource	DescripDon	Framework)	

❖ URIs	(Uniform	Resource	IdenDfiers)	

❖ JSON-LD	(JavaScript	Object	NotaDon	for	Linked	Data)

What	is	Linked	Data?

22
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❖ Interoperability	

❖ Linked	Data	

❖ Data	IntegraDon		

❖ Knowledge	

RepresentaDon	

❖ Machine	Understanding	

❖ Inference	and	Reasoning	

❖ Search	and	Discovery

What	is	the	Seman6c	Web?

23

The	Seman)c	Web	is	an	extension	of	the	World	Wide	Web	that	
enables	data	to	be	linked,	shared,	and	used	by	computers.

Benefits
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❖ The	SemanDc	Web	aims	to	enhance	data	interoperability	

by	providing	a	common	framework	for	represenDng	and	

linking	data	across	diverse	sources,	formats,	and	domains.	

This	facilitates	data	integraDon	and	exchange	between	

different	systems	and	organizaDons.	

❖ This	is	usually	achieved	through	Linked	Data	using:	

❖ 	RDF	(Resource	DescripDon	Framework)	

❖ URIs	(Uniform	Resource	IdenDfiers)

Seman6c	Web:	Interoperability

24
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❖ Using	standardized	ontologies	and	vocabularies,	the	

SemanDc	Web	simplifies	the	process	of	integraDng	data	

from	mulDple	sources.		

❖ ParDcularly	useful	for	applicaDons	that	need	to	access	and	

analyze	diverse	datasets.

Seman6c	Web:	Data	Integra6on	

25
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❖ Using	standardized	ontologies	and	vocabularies,	the	
SemanDc	Web	simplifies	the	process	of	integraDng	data	

from	mulDple	sources.		

❖ ParDcularly	useful	for	applicaDons	that	need	to	access	and	

analyze	diverse	datasets.

Seman6c	Web:	Data	Integra6on	

26
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❖ Ontology	is	a	structured	and	formal	representaDon	of	

knowledge	that	defines	concepts,	their	a]ributes,	and	the	

relaDonships	between	them	in	a	specific	domain	or	

subject	area.		

❖ Ontologies	are	used	to	establish	a	common	understanding	

and	shared	vocabulary	for	a	parDcular	field	of	knowledge.	

❖ Examples:	FOAF,	DBpedia,	and	CIDOC-CRM

What	is	an	ontology?

27

❖ Ontologies	are	used	to	establish	a	common	understanding	

and	shared	vocabulary	for	a	parDcular	field	of	knowledge.
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❖ 	Resource	DescripDon	Framework	(RDF)	is	designed	

to	be	a	universal	data	representaDon	format.	

❖ It	promotes	data	interoperability	by	providing	a	

common	framework	for	expressing	data	and	its	

relaDonships,	making	it	easier	to	integrate	data	from	

various	sources	and	domains.	

❖ RDF	Statement	(Triples):	

❖ Subject	-	Predicate	-	Object	

❖ Kaija	Saariaho	-	Born	-	1952

What	is	RDF?

28
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❖ SPARQL	(SPARQL	Protocol	and	RDF	Query	Language)	

❖ An	RDF	query	language	

❖ Allows	users	to	query	databases	that	can	be	mapped	to	

RDF

What	is	SPARQL?

29
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SPARQL	query	@DBpedia

An	example	of	SPARQL	query	
Who	was	the	mother	of	Clara	Schumann?

30

SELECT *

WHERE {

?person_of_interest  rdfs:label  "Clara Schumann"@en.
?person_of_interest  dbp:mother  ?mom.

}

https://dbpedia.org/sparql?default-graph-uri=http://dbpedia.org&qtxt=SELECT%20*%0A%0AWHERE%20%7B%0A%0A?person_of_interest%20rdfs:label%20%20%22Clara%20Schumann%22@en.%0A?person_of_interest%20%20dbp:mother%20%20?mom.%0A%0A%7D%0A%0A&format=text/html&timeout=10000&signal_void=on&signal_unconnected=on
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❖ Totally	free:	Public	Domain	(CC0)	

❖ Flexible	ontology	and	schema	

❖ URI	(Unique	Resource	IdenDfiers)	are	numeric	

❖ Language-agnosDc		

❖ MARC	fields:	100	(authors),	245	(Dtle),	260	(publisher),	etc.	

❖ Loose	crowd-sourced	ediDng	

❖ EnDDes	/	items	(QID)	can	easily	be	added	

❖ ProperDes	(PID)	need	some	group	consent	

❖ OpenRefine	knows	about	Wikidata	

❖ Very	large,	growing	source	of	informaDon

Why	Wikidata?	
Why	I	like	it

31
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❖ Wikidata	triples:	Item	-	Property	-	Value	

❖ Equivalent	to	RDF:	Subject	-	Predicate	-	Object	

❖ Example:	Maria	Anna	Mozart	-	Sibling	of		-	W.	A.	Mozart	

																											Q157928																		-		P3373							-							Q254

Wikidata	Triples

32

https://www.wikidata.org/wiki/Q157928
https://www.wikidata.org/wiki/Property:P3373
https://www.wikidata.org/wiki/Q254
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❖ 107,267,269	data	items	(as	of	2023-10-14)	

❖ 117,353,950	data	items	(as	of	2025-05-06)	

❖ Wikidata	is	only	13	years	old	(from	~2012)	

❖ AcDng	as	a	consolidator	of	URIs.	Becoming	a	central	hub	

of	informaDon	on	the	Internet	

❖ VIAF	(Virtual	InternaDonal	Authority	File)	(from	~2003)	

❖ Fanny	Mendelssohn:	h]ps://viaf.org/viaf/2535006	

❖ Wikidata:	h]ps://www.wikidata.org/wiki/Q57286

Very	large,	growing	source	of	informa6on

33

https://viaf.org/viaf/2535006
https://www.wikidata.org/wiki/Q57286
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❖ Disorganized	

❖ Anyone	can	add	or	modify	anything	

❖ For	example,	musical	instruments	

❖ No	authority	

❖ Looser	than	Wikipedia

What’s	wrong	with	Wikidata?

34



                    LinkedMusic 2025 Training Week /61

❖ Wikidata	has	the	concepts	of	“Instance	of”	(P31)	and	

“Subclass	of”	(P279)	

❖ Its	ontology	and	schema	can	be	extended	and	modified	by	

the	Wikidata	community,	which	makes	it	a	dynamic	and	

ever-evolving	knowledge	base	

❖ Users	can	add	new	classes	and	properDes,	leading	to	a	

more	flexible	and	adaptable	structure

Ontologies	in	Wikidata

35
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❖ A	tool	for	data	hygiene	(data	cleaning)		

❖ Helps	convert	databases	to	RDF	format	

❖ Mostly	with	table-like	data	format	(e.g.,	spreadsheets)	

❖ Knows	about	Wikidata	

❖ Finds	Wikidata	IDs	for	Items,	ProperDes,	and	Values	

❖ The	process	is	called	“reconciliaDon”	

❖ Row	headings							—>	Item	(subject)	

❖ Column	headings	—>	Property	(predicate)	

❖ Cell	values													—>	Value	(object)

OpenRefine

36
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An	example	of	how	OpenRefine	works

37

Courtesy	of	Julie	Cumming	(Motet	Database)

Automa6c	Reconcilia6on	using	Wikidata	+	Manual	Reconcilia6on
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❖ Improve	the	quality	of	musical	informaDon	in	Wikidata	

❖ Provide	interfaces	for	ediDng,	e.g.,	UMIL,	Saints’	Days	

❖ Provide	visualizaDon	interfaces	to	idenDfy	missing	or	

erroneous	data	(e.g.,	“Transposing	Instrument”)

A	new	task	for	LinkedMusic	Project

38

https://www.wikidata.org/wiki/Q217306
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❖ Combine	various	data	sources	and	dump	them	into	our	

LinkedMusic	Data	Lake	

❖ Use	SPARQL	and	other	search	engines	(e.g.,	Solr,	

ElasDcSearch)	for	queries

Current	Basic	Process	of	Making		
LinkedMusic	Data	Lake

39
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❖ Natural	Language	Query	to	SPARQL	query	conversion	

❖ SPARQL:	SPARQL	Protocol	and	RDF	Query	Language	

NLQ2SPARQL

40
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❖ Ground	up	

❖ Fine	Tuning	

❖ In-Context	Learning	(“In-Context	EducaDon”)	

❖ RAGs	retrieval	augmented	generaDon

How	to	Train	Your	Computer

41
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How	to	Train	Your	Computer

42

A	Brief	History	of	Machine	Learning
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On	November	30,	2022	
OpenAI	announces	ChatGPT	!

43
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❖ ChatGPT	is	a	type	of	Large	Language	Model	(LLM)	

❖ Designed	specifically	for	conversaDon	by	OpenAI

What	is	ChatGPT?

44
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What	is	a	Large	Language	Model	(LLM)?

45

❖ A	type	of	arDficial	neural	networks	called	transformers	

❖ IniDally	trained	for	language	understanding	using	deep	

learning	techniques	

❖ LLMs	are	pre-trained	on	massive	datasets:	text,	images,	

music	

❖ They	have	generaDve	capabiliDes:	text,	images,	music	

❖ GPT	stands	for	GeneraDve	Pre-trained	Transformer



                    LinkedMusic 2025 Training Week /61

History	of	Large	Language	Models	(LLM)

46

Date Google OpenAI

2017 Transformer paper

2018 BERT GPT

2019 T5 GPT-2

2020 GPT-3

2021 LaMDA

2022 PaLM ChatGPT  (Nov)

2023 Bard (Mar) GPT-4 (May)

2024 Gemini (Feb) GPT-4o (May)

Date Facebook Anthropic

2023-02 LLaMA

2023-03 Claude

2023-07 LLaMA 2 Claude 2

2024-03 Claude 3

2024-04 LLaMA 3

2024-06 Claude 3.5  
Sonnet

2024-07 LLaMA 3.2

2024-09 LLaMA 3.3
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❖ Size	

❖ Training	data	

❖ Model	size	

❖ Time	

❖ Training	Dme	

❖ Cost	

❖ CompuDng	Dme	

❖ Environment	impact

Issues	in	training	an	LLM

47

LLMs Size Training 
time

Cost

ChatGPT 175B 34 days $4.6M

LLaMA 3 8B/70B 3/21 Days

LLaMA 3.1 405B 2 Months

GPT-4 1,760B 3–4 Months ~$500M

Gemini 1,560B ~$1–2B
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❖ Ground	up	

❖ Fine	Tuning	

❖ In-Context	Learning	(“In-Context	EducaDon”)	

❖ RAGs	retrieval	augmented	generaDon

How	to	Train	Your	Computer

48
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❖ A	type	of	transfer	learning	

❖ Start	with	a	pre-trained	model	

❖ Retrain	with	new	dataset	by	adjusDng	parameters	

❖ “Catastrophic	forge`ng”	

❖ SDll	requires	some	compuDng	resources

How	to	Train	Your	Computer:	
Fine-tuning

49
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❖ Ground	up	

❖ Fine	Tuning	

❖ In-Context	Learning	(“In-Context	EducaDon”)	

❖ RAGs	retrieval	augmented	generaDon

How	to	Train	Your	Computer

50
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❖ Prompt	engineering	

❖ Provide	the	context	before	the	prompt	

		

❖ 	No	training	necessary!	!	

❖ Has	no	memory,	however	"	

❖ RestricDons	on	size	of	the	context	window	(token	limits)	

❖ ChatGPT:	2,000	words	

❖ ChatGPT	4o:	96,000	words	

❖ Claude	3.1	Sonnet:	150,000	words	

❖ Google	Gemini:	750,000	words

How	to	Train	Your	Computer:	
In-Context	Learning

51

I’m	preparing	a	slide	presenta)on	for	academics.
Please	make	some	slides	for	explaining	In-Context	Learning.

“In-Context	EducaDon”
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❖ Ground	up	

❖ Fine	Tuning	

❖ In-Context	Learning	(“In-Context	EducaDon”)	

❖ RAGs	retrieval	augmented	generaDon

How	to	Train	Your	Computer

52

✅
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❖ Combine	dynamic	search	with	LLM	

❖ Documents	or	other	data,	including	databases,	are	

retrieved	then	used	as	an	addiDonal	context	for	LLM	

prompt	

❖ User	preferences	can	also	be	retrieved	for	personalized	

response	

❖ Future	research	avenue	(e.g.,	Knowledge	Graph	

Embeddings)

How	to	Train	Your	Computer:	
RAG	(Retrieval	Augmented	Genera6on)

53
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❖ LLM	(ChatGPT)	is	used	for	NLQ2PARQL	(Natural	Language	

Query	to	SPARQL)	with	in-context	learning	

❖ More	about	queries	on	Thursday	

❖ LinkedMusic	may	become	unnecessary	as	LLMs	improve	

over	the	next	few	years

LLMs	and	LinkedMusic

54
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❖ Google:	“17th-century	German	composers	who	died	in	London”	

❖ SPARQL:	“17th-century	German	composers	who	died	in	London”	

❖ ChatGPT3:	17th-century	German	composers	who	died	in	London	

❖ ChatGPT:	“Generate	SPARQL	for	Wikidata:	17th-century	German	

composers	who	died	in	London”	

❖ With	Handel:	Wikidata	(2023-10-21)	

❖ With	Handel:	Wikidata	(2024-06-29)	

❖ ChatGPT4o:	17th-century	German	composers	who	died	in	London	

❖ Claude:	17th-century	German	composers	who	died	in	London

	Comparing	queries:	Google	vs	SPARQL

55

https://www.google.com/search?client=safari&rls=en&q=17th-century+German+composers+who+died+in+London&ie=UTF-8&oe=UTF-8
https://query.wikidata.org/#%23%20List%20of%2017th-century%20German%20composers%20who%20died%20in%20London%0ASELECT%20?composer%20?composerLabel%20?birthdate%20?deathplace%20?deathplaceLabel%0AWHERE%20%7B%0A%20%20?composer%20wdt:P106%20wd:Q36834;%20%20%20%20%20%20%23%20Composer%20occupation%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P27%20wd:Q183;%20%20%20%20%20%20%20%20%20%20%23%20Nationality:%20Germany%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P569%20?birthdate.%20%20%20%20%20%20%23%20Date%20of%20birth%0A%20%20%0A%20%20?composer%20wdt:P20%20?deathplace;%20%20%20%20%20%20%23%20Place%20of%20death%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P570%20?deathdate.%20%20%20%20%20%20%23%20Date%20of%20death%0A%20%20%0A%20%20FILTER(YEAR(?birthdate)%20%3E=%201600%20&&%20YEAR(?birthdate)%20%3C=%201699)%0A%20%20FILTER(?deathplace%20=%20wd:Q84)%20%20%23%20Q84%20is%20the%20Wikidata%20identifier%20for%20London%0A%20%20%0A%20%20SERVICE%20wikibase:label%20%7B%20bd:serviceParam%20wikibase:language%20%22en%22.%20%7D%0A%7D%0A
https://chatgpt.com/share/66fc7de9-34e4-8002-a704-ad69a218bdfe
https://chat.openai.com/share/204ec86c-781d-41ff-8def-2123003c2f4e
https://chat.openai.com/share/204ec86c-781d-41ff-8def-2123003c2f4e
https://chat.openai.com/share/204ec86c-781d-41ff-8def-2123003c2f4e
https://query.wikidata.org/#%23%20List%20of%2017th-century%20German%20composers%20who%20died%20in%20London%0ASELECT%20?composer%20?composerLabel%20?birthdate%20?birthplaceLabel%20?deathplace%20?deathplaceLabel%0AWHERE%20%7B%0A%20%20?composer%20wdt:P106%20wd:Q36834;%20%20%20%20%23%20Composer%20occupation%0A%23%20%20%20%20%20%20%20%20%20%20%20wdt:P27%20wd:Q183;%20%20%20%20%20%20%20%23%20Nationality:%20Germany%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P569%20?birthdate;%20%20%20%23%20Date%20of%20birth%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P19%20?birthplace.%20%20%20%23%20Place%20of%20birth%0A%20%20%0A%20%20?birthplace%20%20wdt:P17%20wd:Q183.%20%20%20%20%23%20Located%20in%20Germany%0A%0A%20%20?composer%20wdt:P20%20?deathplace;%20%20%20%23%20Place%20of%20death%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P570%20?deathdate.%20%20%20%23%20Date%20of%20death%0A%20%20%0A%0A%20%20FILTER(YEAR(?birthdate)%20%3E=%201600%20&&%20YEAR(?birthdate)%20%3C=%201699)%0A%20%20FILTER(?deathplace%20=%20wd:Q84)%20%20%23%20Q84%20is%20the%20Wikidata%20identifier%20for%20London%0A%20%20%0A%20%20SERVICE%20wikibase:label%20%7B%20bd:serviceParam%20wikibase:language%20%22en%22.%20%7D%0A%7D
https://query.wikidata.org/#%23%20List%20of%2017th-century%20German%20composers%20who%20died%20in%20London%0ASELECT%20?composer%20?composerLabel%20?birthdate%20?birthplaceLabel%20?deathplace%20?deathplaceLabel%0AWHERE%20%7B%0A%20%20?composer%20wdt:P106%20wd:Q36834;%20%20%20%20%23%20Composer%20occupation%0A%23%20%20%20%20%20%20%20%20%20%20%20wdt:P27%20wd:Q183;%20%20%20%20%20%20%20%23%20Nationality:%20Germany%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P569%20?birthdate;%20%20%20%23%20Date%20of%20birth%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P19%20?birthplace.%20%20%20%23%20Place%20of%20birth%0A%20%20%0A%20%20?birthplace%20%20wdt:P17%20wd:Q183.%20%20%20%20%23%20Located%20in%20Germany%0A%0A%20%20?composer%20wdt:P20%20?deathplace;%20%20%20%23%20Place%20of%20death%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P570%20?deathdate.%20%20%20%23%20Date%20of%20death%0A%20%20%0A%0A%20%20FILTER(YEAR(?birthdate)%20%3E=%201600%20&&%20YEAR(?birthdate)%20%3C=%201699)%0A%20%23%20FILTER(?deathplace%20=%20wd:Q84)%20%20%23%20Q84%20is%20the%20Wikidata%20identifier%20for%20London%0A%20FILTER(?deathplace%20=%20wd:Q189960)%20%20%23%20Q84%20is%20the%20Wikidata%20identifier%20for%20London%0A%20%0A%20%20%0A%20%20SERVICE%20wikibase:label%20%7B%20bd:serviceParam%20wikibase:language%20%22en%22.%20%7D%0A%7D
https://chatgpt.com/share/66fc7e79-d65c-8002-abc3-be229d3c62d9


                    LinkedMusic 2025 Training Week /61

Screenshot	2024-10-01	
Claude	3.5	Sonnet

56
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Screenshot	2025-05-06	
Claude	3.7	Sonnet

57
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❖ Public	UMIL:	Crowd	sourcing		

❖ NLQ2SQL	for	Cantus	Database	(Lucas	March)	

❖ ConDnuous	IntegraDon	for	NLQ2SPARQL	

❖ Integrate	database	reconciliaDon	as	part	of	the	in-context	learning	

❖ InvesDgate	the	use	of	RAG	(Retrieval-Augmented	GeneraDon)	

for	queries	

❖ Use	LLMs	to	generate	frontend	(e.g.,	sortable	table)	

❖ ConDnue	to	update	Wikidata:	e.g.,	Saints	and	Feasts	

❖ How	to	keep	Wikidata	updated	and	correct

Future	projects

58
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❖ LinkedMusic	Workshops:		

❖ Music	Encoding	Conference	in	London,	UK	

❖ Monday	2	June	2025:	2	pm	

❖ IAML	in	Salzburg	

❖ Sunday	6	July	2025:	3	pm

Future	Mee6ngs

59
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❖ 2026	/	05:	MEC	(Tokyo,	Japan)	

❖ 2026	/	06:	IAML	(Thessaloniki,	Greece)	

❖ 2027	/	03:	MLA	(TBA)	

❖ 2027	/	08:	IMS	Congress	(University	of	Stavanger,	Norway)

Possible	Future	Workshop	Sites

60
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❖ Google:	“17th-century	German	composers	who	died	in	

London”	

❖ SPARQL:	“17th-century	German	composers	who	died	in	

London”	

❖ ChatGPT:	“Generate	SPARQL	for	Wikidata:	17th-century	

German	composers	who	died	in	London”	

❖ With	Handel:	Wikidata

	Comparing	queries:	Google	vs	SPARQL

64

https://www.google.com/search?q=17th-century+German+composers+who+died+in+London&sca_esv=573498539&sxsrf=AM9HkKmweiWoUNPn3JEZuOfyaFlG1DeJPQ:1697313739120&ei=y_MqZbrfBoGi5NoP5ZyfsAQ&ved=0ahUKEwj68PezqvaBAxUBEVkFHWXOB0YQ4dUDCBA&uact=5&oq=17th-century+German+composers+who+died+in+London&gs_lp=Egxnd3Mtd2l6LXNlcnAiMDE3dGgtY2VudHVyeSBHZXJtYW4gY29tcG9zZXJzIHdobyBkaWVkIGluIExvbmRvbkgAUABYAHAAeAGQAQCYAQCgAQCqAQC4AQPIAQDiAwQYACBB&sclient=gws-wiz-serp
https://www.google.com/search?q=17th-century+German+composers+who+died+in+London&sca_esv=573498539&sxsrf=AM9HkKmweiWoUNPn3JEZuOfyaFlG1DeJPQ:1697313739120&ei=y_MqZbrfBoGi5NoP5ZyfsAQ&ved=0ahUKEwj68PezqvaBAxUBEVkFHWXOB0YQ4dUDCBA&uact=5&oq=17th-century+German+composers+who+died+in+London&gs_lp=Egxnd3Mtd2l6LXNlcnAiMDE3dGgtY2VudHVyeSBHZXJtYW4gY29tcG9zZXJzIHdobyBkaWVkIGluIExvbmRvbkgAUABYAHAAeAGQAQCYAQCgAQCqAQC4AQPIAQDiAwQYACBB&sclient=gws-wiz-serp
https://query.wikidata.org/#%23%20List%20of%2017th-century%20German%20composers%20who%20died%20in%20London%0ASELECT%20?composer%20?composerLabel%20?birthdate%20?deathplace%20?deathplaceLabel%0AWHERE%20%7B%0A%20%20?composer%20wdt:P106%20wd:Q36834;%20%20%20%20%20%20%23%20Composer%20occupation%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P27%20wd:Q183;%20%20%20%20%20%20%20%20%20%20%23%20Nationality:%20Germany%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P569%20?birthdate.%20%20%20%20%20%20%23%20Date%20of%20birth%0A%20%20%0A%20%20?composer%20wdt:P20%20?deathplace;%20%20%20%20%20%20%23%20Place%20of%20death%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P570%20?deathdate.%20%20%20%20%20%20%23%20Date%20of%20death%0A%20%20%0A%20%20FILTER(YEAR(?birthdate)%20%3E=%201600%20&&%20YEAR(?birthdate)%20%3C=%201699)%0A%20%20FILTER(?deathplace%20=%20wd:Q84)%20%20%23%20Q84%20is%20the%20Wikidata%20identifier%20for%20London%0A%20%20%0A%20%20SERVICE%20wikibase:label%20%7B%20bd:serviceParam%20wikibase:language%20%22en%22.%20%7D%0A%7D%0A
https://query.wikidata.org/#%23%20List%20of%2017th-century%20German%20composers%20who%20died%20in%20London%0ASELECT%20?composer%20?composerLabel%20?birthdate%20?deathplace%20?deathplaceLabel%0AWHERE%20%7B%0A%20%20?composer%20wdt:P106%20wd:Q36834;%20%20%20%20%20%20%23%20Composer%20occupation%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P27%20wd:Q183;%20%20%20%20%20%20%20%20%20%20%23%20Nationality:%20Germany%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P569%20?birthdate.%20%20%20%20%20%20%23%20Date%20of%20birth%0A%20%20%0A%20%20?composer%20wdt:P20%20?deathplace;%20%20%20%20%20%20%23%20Place%20of%20death%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P570%20?deathdate.%20%20%20%20%20%20%23%20Date%20of%20death%0A%20%20%0A%20%20FILTER(YEAR(?birthdate)%20%3E=%201600%20&&%20YEAR(?birthdate)%20%3C=%201699)%0A%20%20FILTER(?deathplace%20=%20wd:Q84)%20%20%23%20Q84%20is%20the%20Wikidata%20identifier%20for%20London%0A%20%20%0A%20%20SERVICE%20wikibase:label%20%7B%20bd:serviceParam%20wikibase:language%20%22en%22.%20%7D%0A%7D%0A
https://chat.openai.com/share/204ec86c-781d-41ff-8def-2123003c2f4e
https://chat.openai.com/share/204ec86c-781d-41ff-8def-2123003c2f4e
https://chat.openai.com/share/204ec86c-781d-41ff-8def-2123003c2f4e
https://query.wikidata.org/#%23%20List%20of%2017th-century%20German%20composers%20who%20died%20in%20London%0ASELECT%20?composer%20?composerLabel%20?birthdate%20?birthplaceLabel%20?deathplace%20?deathplaceLabel%0AWHERE%20%7B%0A%20%20?composer%20wdt:P106%20wd:Q36834;%20%20%20%20%23%20Composer%20occupation%0A%23%20%20%20%20%20%20%20%20%20%20%20wdt:P27%20wd:Q183;%20%20%20%20%20%20%20%23%20Nationality:%20Germany%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P569%20?birthdate;%20%20%20%23%20Date%20of%20birth%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P19%20?birthplace.%20%20%20%23%20Place%20of%20birth%0A%20%20%0A%20%20?birthplace%20%20wdt:P17%20wd:Q183.%20%20%20%20%23%20Located%20in%20Germany%0A%0A%20%20?composer%20wdt:P20%20?deathplace;%20%20%20%23%20Place%20of%20death%0A%20%20%20%20%20%20%20%20%20%20%20%20wdt:P570%20?deathdate.%20%20%20%23%20Date%20of%20death%0A%20%20%0A%0A%20%20FILTER(YEAR(?birthdate)%20%3E=%201600%20&&%20YEAR(?birthdate)%20%3C=%201699)%0A%20%20FILTER(?deathplace%20=%20wd:Q84)%20%20%23%20Q84%20is%20the%20Wikidata%20identifier%20for%20London%0A%20%20%0A%20%20SERVICE%20wikibase:label%20%7B%20bd:serviceParam%20wikibase:language%20%22en%22.%20%7D%0A%7D%0A
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Overview
• Crowdsources names and images of instruments
• Multilingual interface for easy contribution
• Simplifies editing and publishing to Wikidata

2025/05 2



Why do we need UMIL?

• Addressing Issues with Wikidata

• Data Quality: Incomplete or inaccurate instrument data
• UMIL ensures cleaner, well-organized data through 

community contributions.

• Convenience: lacks a user-friendly way to view/edit all 
instrument information at once

• UMIL offers a centralized platform where users can easily 
view, edit, and submit instrument data.

2025/05 3



Why do we need UMIL?

• UMIL’s Key Functions

• Crowdsourcing platform where users can…
• Contribute new instruments 
• Submit instrument names in different languages
• Upload instrument images

• Interacts with Wikidata
• Get information from Wikidata
• Publish information to Wikidata

2025/05 4



How to Get Started?
• Visit UMIL: https://vim.simssa.ca/

• UMIL’s Github Repo: https://github.com/DDMAL/VIM

• UMIL is a Django-based project.

• Please follow the README file to get familiar with:
1. Installation for Local Development

• Requirements: Docker Engine with Compose V2
• Initial Set-Up Instructions
• Debugging: django-debug-toolbar and django-extensions

2. Installation for Deployment
3. Managing Database Migrations
4. Loading Data
5. Additional Tools for Python Development: Poetry

2025/05 5

https://vim.simssa.ca/
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Current Progress
1. Display & Search Instruments

2. View & Edit Mode for Instrument

2025/05 6



Module 1: Display & Search Instruments

2025/05 7

Hornbostel-Sachs 
Classification 
Faceted Search

Multi-languages

800+ Musical Instruments



Module 2: View & Edit Mode for Instrument

2025/05 8

• View Mode



Module 2: View & Edit Mode for Instrument

2025/05 9

Logged-in users can edit 
instrument information

• Add instrument names
• Add images
• Create new instruments

• Edit Mode



Module 2: View & Edit Mode for Instrument

2025/05 10

Add more 
names at 

once

Input fields: Language*, Name*, 
Source*, Description, Alias

Check this box to publish to Wikidata

• Edit Mode: Add Instrument Names
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• Choose a language in the list 
(600+ languages)

• Identified by Wikidata’s
language code (e.g., “en”, “fr”)

• Get the language list by 
calling Wikidata API

• Edit Mode: Multi-language Support

Module 2: View & Edit Mode for Instrument



What’s Next?

2025/05 12

Call for Contributions!



1. Interact with Wikidata: Add New Names

• Where do we use the Wikidata API when adding new names?

• Get Wikidata’s latest language list

• Get/Set instrument information
• Name
• Description
• Alias
• …

2025/05 13



• Objective: Uploaded images will appear directly on the 
instrument’s Wikidata page.

• How it works:

• Step 1: Upload image to Wikimedia Commons
• Wikimedia Commons is a free media repository 

where images, videos, and audio are stored and 
shared.

• Step 2: Retrieve the name of the uploaded image.

• Step 3: Link the image name to the instrument’s “image” 
property (P18).

2025/05 14

2. Interact with Wikidata: Add New Images



• Expected result
• Calling Wikidata API to create non-existing instruments to Wikidata.

• Design a user-friendly way to publish new instruments to Wikidata.

• The process is similar to “Add new names”.

2025/05 15

3. Interact with Wikidata: Create New Instruments



Challenges: Interacting with Wikidata
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Challenge 1: Make Edits to Wikidata

• Requires a Wikidata account of a specific type: Auto-confirmed user to 
publish content.

• Solution
• Create a DDMAL account; Contributions made through UMIL will be published 

using this account.

2025/05 17



Challenge 2: Upload Images to Wikimedia

• Copyright issues for uploading images.
• Solution

• Follow Wikimedia’s copyright policy by asking users to complete a questionnaire
• Review content before publishing

• Human review: Conducted by the UMIL team
• Automatic check tools: Further investigate existing mechanisms for 

checking/filtering inappropriate content

2025/05 18

Call for better solutions! 



Other Challenges

1. User-Friendliness When Interacting with Wikidata

2. Ensuring Accuracy of Submitted Information

3. Encouraging Contributions in Multiple Languages 

(Especially Native Language for That Instrument)

2025/05 19



Summary: To-Do List

• Interaction with Wikidata (high priority)

• Upload instrument names to Wikidata

• Upload images to Wikidata

• Create non-existing instruments to Wikidata

• Multi-language support (medium priority)

• Re-design the website language and instrument langauge

• Frontend adjustment (low priority)

• Make UMIL looks reasonable on mobile phones

2025/05 20



Thank you!
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PROJECT
GOALS

Music metadata lives in many silos. Our goal was to: 
- Aggregate all of these into one place.
- Reconcile entities against a common vocabulary Wikidata).
- Expose the result as RDF, so researchers and applications can 
query across collections seamlessly.

01 Siloed Metadata
- Different communities, different databases
- Little or no cross-walk between them

02 Heterogeneous Formats

03 Divergent Identifiers

- CSV, JSONLines, RDF, XML, proprietary dumps
- Varying schemas for the same core concepts

https://ddmal.music.mcgill.ca/ Intro

- Each source rolls its own IDs for works, 
performers, editions

- No “global authorityˮ to bind them together

https://linkedmusic.ca/



https://ddmal.music.mcgill.ca/ Introhttps://linkedmusic.ca/



REPO Guide
https://ddmal.music.mcgill.ca/ Intro

code data doc

Cantus DB

MusicBrainz

RISM

The Session

Cantus DB

MusicBrainz

RISM

The Session

Cantus DB

MusicBrainz

RISM

The Session

Simssa DB Simssa DB

Contains scripts used for 
fetching, converting, and 
some database-specific 
functions.

Contains raw, converted, 
and reconciled dataset 
files. Some are not there, 
but will be created by the 
scripts.

Contains documents for 
our past decisions, records, 
and work logs and 
operational manuals.

OpenRefine tips

etc…

https://github.com/DDMAL/linkedmusic-datalake

https://linkedmusic.ca/



RDF
What is RDF?

https://ddmal.music.mcgill.ca/

Resource Description Framework

Triple-based model: Subject → Predicate → Object

URIs as identifiers for things and relationships

Graph structure: Easily joins data across domains

Serialization formats: Turtle, RDF/XML, JSONLD

<Bob> <is a> <person>.
<Bob> <is a friend of> <Alice>.
<Bob> <is born on> <the 4th of July 1990>. 
<Bob> <is interested in> <the Mona Lisa>.
<the Mona Lisa> <was created by> 

<Leonardo da Vinci>.
<the video 'La Joconde à Washington'> 

<is about> <the Mona Lisa>

RDFhttps://linkedmusic.ca/



A brief overview of the databases I went 
through for the past year

A scholarly repository of 
Latin chant melodies 
drawn from medieval 
manuscripts and early 
printed books, provided 
in CSV format for easy 
integration and analysis.

MusicBrainz RISM The Session Simssa DB

An open music 
encyclopedia that 
curates extensive 
metadata on artists, 
releases, and recordings; 
its public JSON-Lines 
dumps are parsed into 
our data lake via 
RDFLib.

The Répertoire 
International des Sources 
Musicales is an 
international catalogue 
of historical musical 
sources—manuscripts, 
prints, and related 
documents—offered as 
RDF datasets for deep 
musicological research.

A community-driven 
archive of Irish 
traditional tunes, whose 
public CSV datasets we 
reconcile against 
Wikidata to link 
folk-music heritage 
across sources.

A discovery platform for 
symbolic music files 
(including MEI, Kern, 
MusicXML, and MIDI) 
evolved from the Digging 
into Data project, 
currently under active 
development.

Cantus DB

SUPPORTED
SOURCES
https://ddmal.music.mcgill.ca/ Sourceshttps://linkedmusic.ca/



HOW IT WORKS End-to-End Pipeline
https://ddmal.music.mcgill.ca/ Workflow

Convert the database into 
RDF. Understand, extract 
the schema.

STEP 02 - Schema 

→ Various conversion 

scripts

→ OpenRefine RDF plugin

TOOLS INVOLVED

Fetch raw data dumps in 
various formats RDF, 
JSONL, CSV) from each 
source.

STEP 01 - Preprocessing

→ Fetch python scripts

TOOLS INVOLVED

Reconcile RDF table rows 
against Wikidata using 
OpenRefine (plus an 
“archiveˮ of manual fixes).

STEP 03 - Reconcile

→ OpenRefine Reconciliation

→ Wikidata

→ A LOT of Research

TOOLS INVOLVED

Transform reconciled raw 
RDF into RDF Turtle and 
load into our Virtuoso 
staging endpoint.

STEP 04 - Transform

→ RDF Transform Plugin

→ OpenRefine

→ Virtuoso Staging

TOOLS INVOLVED

https://linkedmusic.ca/



For specific sources, we 
need some additional work.

STEP 03 - extra works

Example

MusicBrainz provides 
archived files. We unzip 
them and convert them into 
RDF. 

We parse the downloaded 
raw files into CSV or RDF 
by customized scripts.

STEP 02 - converting

Example

The fetch.py script in 
MusicBrainz code folder 
retrieves the latest version 
data and downloads them.

We fetch raw data from 
various sources, usually by 
python scripts.

STEP 01 - fetching

Example

MusicBrainz does not 
provides the full genre 
export. We need to retrieve 
it independently.

RISM provides raw RDF 
that requires reconciliation. 
We can edit the RDF 
Transform in OpenRefine.

FETCHING & 
PREPROCESSING

See more detailed explanations for how to use scripts in 
the doc folder.

https://ddmal.music.mcgill.ca/

In OpenRefine, we need to 
specify the schema of the 
RDF graph for the export in 
RDF.

STEP 04 - schema

Example

Workflowhttps://linkedmusic.ca/



https://ddmal.music.mcgill.ca/ Workflowhttps://linkedmusic.ca/



Workflow

ENTITY
RECONCILIATION

02 AUTO
MATCH

05 ARCHIVE

03 EDGE
CASE

https://ddmal.music.mcgill.ca/

➔ Load into OpenRefine
➔ Configure Wikidata Reconciliation 

Service
➔ Customize Auto-Match properties

01 LOAD

04 REVIEW

➔ Transform cells (e.g. dates)
➔ Set Auto-Match thresholds
➔ Auto-Match results

➔ Resolve homonyms by context (e.g. 
names, birth/death dates)

➔ Split or merge entries for compound 
works

➔ Flag low confidence or no-match rows
➔ Edit or discard reconciliation 

judgements

➔ Keep decisions in 
/ArchiveForReconciledEntries 
folder for future reference and 
reducing manual works

https://linkedmusic.ca/
https://github.com/DDMAL/linkedmusic-datalake/tree/main/doc

https://ddmal.music.mcgill.ca/


RDF EXPORT

We might add some rows after 
reconciliation. We re-examine the RDF 
Transform according to our updated RDF 
graph.

After carefully reconciling entities…

In many cases, we should repeat the 
entire procedure again on another dataset 
file for the same database, then we should 
merge all the exported RDF graph into a 
complete full graph (e.g. RISM.

We are now ready to export the RDF 
graph. The RDF Transform plugin also 
provides us with various RDF serialization 
format, which we can adapt to our 
purpose.

RepeatingRDF ExportRe-Examine RDF Transform

Workflowhttps://ddmal.music.mcgill.ca/

In many cases, we should repeat the 
entire procedure again on another dataset 
file for the same database, then we should 
merge all the exported RDF graph into a 
complete full graph (e.g. RISM.

Upload

https://linkedmusic.ca/



https://ddmal.music.mcgill.ca/ Future

ROADS AHEAD
Improving Reconciliation: leverage 
automated entity linking models to reduce 
manual work.

Public Endpoint: integrate the Natural 
Language Query to SPARQL and move from 
staging to production with documentation 
and examples.

01

Community Contributions: welcome pull 
requests for new mappings, scripts, and 
ontology extensions

Updating and Importing New Sources: 
keep all the existing ones updated and 
add more archives in the future.

03 04

02

https://linkedmusic.ca/



QUESTIONS?



Querying

Ichiro Fujinaga 
Music Technology Area, Schulich School of Music 

M c G i l l  U n i v e r s i t y



                    LinkedMusic 2025 Tutorials /24

❖ Combine	various	data	sources	and	dump	them	into	our	
LinkedMusic	Data	Lake	

❖ Use	SPARQL	and	other	search	engines	(e.g.,	Solr,	
ElasCcSearch)	for	queries

Current	Basic	Process	of	Making		
LinkedMusic	Data	Lake

2



                    LinkedMusic 2025 Tutorials /24

❖ Natural	Language	Query	to	SPARQL	query	conversion	

❖ SPARQL:	SPARQL	Protocol	and	RDF	Query	Language	

NLQ2SPARQL

3
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1. Export	the	database	to	text	files	

2. Convert	to	RDF	(Resource	Description	
Framework	/	linked	data)	

3. Store	as	text	files	(archive)	

4. Import	into	an	RDF	graph	database	

5. Query	using	natural	languages	with	
ChatGPT

Our	Solution

4
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Database	of	Traditional	Irish	Music	sessions

Example:	Sessions	Database

5
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1.	Export	the	database	to	text	files

6

A sample of CSV file of events in Sessions Database
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2.	Convert	to	RDF	(linked	data)

7

Assign each item to an URI (Universal Resource Identifier) 
using OpenRefine and Wikidata
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3.	Store	as	text	files	(archive)

8

❖Convert	the	CSV	file	with	URI	to	flattened	
RDF	(Resource	Description	Framework),	
e.g.:	
❖Turtle		
❖ JSON-LD	
❖N-Quads	

❖Also	known	as	RDF	serialization	

❖To	be	stored	in	a	long-term	archive
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4.	Import	into	an	RDF	graph	database

9

We use an open-source software called Virtuoso

Other open-source examples include:
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5.	Query	using	natural	languages	(1)

10

Usually RDF database is queried using 
SPARQL (SPARQL Protocol and RDF Query Language)
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5.	Query	using	natural	languages	(2)

11

Example query: “Find	sessions	that	took	place	in	Greece”
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5.	Query	using	natural	languages	(3)

12

Example query: “Find	sessions	that	took	place	in	Greece”

PREFIX wd: <http://www.wikidata.org/entity/>

PREFIX wdt: <http://www.wikidata.org/prop/direct/>

 
SELECT ?session

WHERE {

  ?session rdf:type thesession:sessions .

  ?session wdt:P17 wd:Q41 .

}

Comment: P17 is the country property and Q41 is Greece in Wikidata

Equivalent	SPARQL	code:
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5.	Query	using	natural	languages	(4)

13

Inserting the SPARQL query in Virtuoso
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5.	Query	using	natural	languages	(5)

14

Executing the SPARQL query in Virtuoso

But we cannot ask general users to create 
SPARQL queries!
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5.	Query	using	natural	languages	(6)

15

ChatGPT to rescue!
I have an RDF database reconciled with Wikidata.


It contains a type called “session” and what 
country it was in. 


Create a correct SPARQL for finding all sessions 
in Greece.
This prompt produces the correct SPARQL code! 

(most of the time)

PREFIX wd: <http://www.wikidata.org/entity/>

PREFIX wdt: <http://www.wikidata.org/prop/direct/>

 
SELECT ?session

WHERE {

  ?session rdf:type thesession:sessions .

  ?session wdt:P17 wd:Q41 .

}
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❖ Enter	in	ChatGPT:	

❖ In	my	database	reconciled	with	Wikidata,	sessions	are	of	
type	https://thesession.org/sessions,	and	the	name	of	
each	session	is	stored	in	property	P2561.	Generate	a	
complete	SPARQL	code	to:	
Find	all	sessions	that	took	place	in	Greece.	

❖ ChatGPT	

❖ Virtuoso

Demo	1

https://chatgpt.com/share/681b0310-9884-800d-8249-e221794821aa
https://shorturl.at/oiJMx
https://shorturl.at/z74Pr
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❖ Enter	in	ChatGPT:	

❖ In	my	database	reconciled	with	Wikidata,	sessions	are	of	
type	https://thesession.org/sessions,	and	the	name	of	
each	session	is	stored	in	property	P2561.	Generate	a	
complete	SPARQL	code	to:	
找到喺希臘嘅演奏會	

(“Find	all	sessions	that	took	place	in	Greece”).	

❖ ChatGPT	

❖ Virtuoso

Demo	1b	
Query	in	different	languages

https://shorturl.at/z74Pr
https://chatgpt.com/share/681b0e4d-cf94-800d-bc40-e154a3fc4dbd
https://shorturl.at/oiJMx
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Demo	2	(1)
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❖ Enter	in	ChatGPT:	

Given an RDF database reconciled with Wikidata, and 
``` 

wd:Q170412 rdf:type owl:Class ; rdfs:label "tune" . 
       wdt:P136 rdfs:type owl:DatatypeProperty ; rdfs:label "genre" . 
       wdt:P826 rdfs:type owl:DatatypeProperty ; rdfs:comment "This property is also 
used about the tonality of a tune etc" . 
       wdt:P2561 rdfs:label "name" . 
``` 

Generate SPARQL for the following[Note: SPARQL be syntactically correct such as 
`filter(contains(lcase(str(?x))` ]: 

Find	the	tunes	of	genre	“jig”,	of	“D	major”,	having	“Malcolm”	in	its	name.		

❖ ChatGPT	

❖ Virtuoso

Demo	2	(2)

https://chatgpt.com/share/681b0d75-b9e0-800d-8f17-613598ea175b
https://shorturl.at/kZIJT
https://shorturl.at/z74Pr
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❖ Enter	in	ChatGPT:	

Given an RDF database with properties(wdt:P2561) reconciled 
with Wikidata, and 
``` 
<https://thesession.org/sessions> a owl:Class .                    . 
``` 
Generate complete and correct SPARQL for the following: 
Find	a	session	named	“Hurley's	Irish	Pub"	

❖ ChatGPT	

❖ Virtuoso

Demo	3	
Queries	not	available	on	TheSession

https://chatgpt.com/share/681b1452-71b4-800d-be72-2857373214d1
https://tinyurl.com/2s38npun
https://shorturl.at/z74Pr
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❖ Enter	in	ChatGPT:	
Given an RDF graph <http://sample/thesession/reconciled>, the properties and classes of instances are reconciled with 
Wikidata as much as possible, so regarding SPARQL queries across different databases, we use `graph <...>` and `service 
<...>`. and Given:  

@prefix thesession: <https://thesession.org/>. thesession:sessions a owl:Class. 
wdt:P17 rdfs:domain <https://thesession.org/sessions>. 
wdt:P2561 rdfs:domain <https://thesession.org/sessions>.  

--for graph <http://sample/thesession/reconciled> 
wdt:P361 rdfs:domain <ex:country>. wd:Q27468 rdfs:label “Eastern Europe”. 

--for service <https://query.wikidata.org/sparql> 

Make sure to generate a correct SPARQL for the following question(Note: Use the properties or classes as above primarily; 
traverse wikidata before local graph): 

Which	sessions	took	place	in	Eastern	Europe?	

❖ ChatGPT	

❖ Virtuoso

Demo	4	
Queries	with	TheSession	and	Wikidata

https://shorturl.at/z74Pr
https://chatgpt.com/share/681b2215-09e8-800d-9c13-f3306ce415e9
https://tinyurl.com/mpuy8twm
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❖ By	converting	a	database	to	an	RDF	graph	database,	we	
can	search	the	database	with	natural	language	queries	

❖ Because	we	use	ChatGPT,	we	can	make	queries	in	many	
different	natural	languages:	“找到喺希臘嘅演奏會”	

❖ We	can	even	make	queries	that	were	not	possible	with	
the	original	web	interface		

❖ Furthermore,	because	we	reconciled	with	Wikidata,	we	
can	query	with	concepts	that	were	not	defined	in	the	
original	database:	“Find	sessions	in	Eastern	Europe”	

❖ Because	RDF	graphs	can	be	stored	as	text	files,	we	can	
easily	archive	them	for	long-term	preservations

Conclusions

22
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❖We	are	improving	our	prompts	so	that	
ChatGPT	makes	fewer	errors		

❖Prompt	Engineering	

❖ In-context	Learning	

❖We	can	even	ask	ChatGPT	to	create	a	web	
interface	with	sorting	capabilities	in	real	
time	(e.g.,	Val	Town)

Future	Directions

23
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End-to-end 
OMR: what is 
it, and how do 

we do it?

DDMAL Training Week 
2025

Kyrie Bouressa



Optical Music 
Recognition (OMR)

Optical Music Recognition (OMR) is the process of converting scanned images of 
pages of music into computer readable and manipulable symbols. We [DDMAL] 
focus on creating music recognition tools for libraries, archives and musicologists, 
and specialize in working with early music notation.



Searching for letters, words, and phrases

• You’re probably familiar with 
OCR (optical character
recognition):

• Allows for the searching of a word 
or a phrase in a digital document

• OCR relies on internal knowledge 
of type/script

• “standard” OCR
• Historical/handwritten OCR

• Requires training
• Requires a LOT of samples



Searching for notes, 
intervals, and phrases
• OMR allows us to search a piece of music 

for specific notes, intervals, phrases, or 
contours.

• “How many times does a descending fall of a 
fourth happen in this piece?” 

• “How many times does this melody show up?”
• “Where are these intervals?”

• OMR also relies on internal knowledge of 
type/script

• “modern” OMR
• Historical/handwritten OMR

• Requires training
• Requires a LOT of samples



How do we get 
there?

• Meet MEI! A way we can encode symbolic musical 
notation to it can be represented and translated in the 
same (or another) symbolic format. 

• (Yinan will talk more about this in a bit!)
• Music Encoding Initiative
• Symbolic: represents a thing you need training to learn



Drawback: manually 
doing this is a pain



Seeking to train models to recognize 
music, staves, and text: 

automate the image  digital 
transcription pipeline

Machine Learning and 
OMR

Music Layer

Staff Layer

Text Layer



SIMSSA and the Liber 
Usualis

• What is the Liber Usualis?
• It’s a liturgical book that was 

compiled by the monks of 
Solesmes (an abbey in France) in 
1888. It has a LOT of Gregorian 
chant in it, in early music notation.

• https://liber.simssa.ca/
How can we search for: 
• Specific notes
• Strict pitch sequences
• Transposed pitch sequences
• Contour
• Intervals
• Text? 



RODAN!



Rodan Phase 1
• Input an image 
• Annotate sections of the 

image
• Teach the machine: a 

student needs a lot of 
examples!

• I’ll talk about this in further 
depth shortly…

MS73 fol.63
10

Layer 1

Layer 2
Layer 3



Rodan Phase 1
• Train a model based on these 

images
• The model is trying to learn what 

a neume, versus staff, versus text, 
versus background is!

• Classifying looks at an image, and 
tries to separate it into four layers

▪ Music
▪ Staff
▪ Text
▪ Background

• Correct the output in Pixel
• Repeat

11

Music 
layer

Text 
layer

Staff 
layer

Background 
layer

Music Layer

Staff Layer

Text Layer



MS73 fol. 63 12



MANUSCRIPT

“Whole” Model



Phase 2: Note-level 
Classifying

Stage 1: Interactive (Manual) 
Classifying 
Music layers can now be separated 
from text and staff—now what? 
- Learning types of neumes
- Recognizing different versions of 

the same neumes, clefs, 
custodes

We do this manually to train the 
classifier, until it begins sorting 
neumes accurately. 
Gen will talk about this more in a bit!

14

MS73 65v

neume.virga
neume.podatus2b
neume.clivis
clef.c

Etc.



Phase 2: Note-level 
Classifying

Stage 2: Non-Interactive 
(automatic) Classifying
Rodan can now sort neume types 
even if they look a little different 
from one another
- Neumes are identified in an MEI 

format
- Neume.virga

- Staff layer gets analysed
- Text transcript is applied to the 

text layer
- An MEI file is produced

15



Remember: MEI is an 
instruction manual!Machine readable language to symbolic representation





Okay, it’s encoded 
and corrected—now 
what?



Cantus 
Ultimus





Bringing it back—Getting Started



Phase 1 Part 1
For getting started for the very first time, 
you need: 

- Your image

- Your workflow
- PNG – Pixel – Training – Classifying



Pixel



Phase 2: Train, Classify, 
Correct

• Pixel sample used as training 
input

• Models used to separate image 
into four layers

• Input those layers into pixel 
and correct them

• Change images per iteration as 
needed; want models to 
generalize!

Music 
layer

Text 
layer

Staff 
layer

Background 
layer



Phase 2: Into 
the IC
• Input image
• Assign best models
• Begin training for individual 

neume recognition
• Gen!





Reconciling in 
OpenRefine 



What is OpenRefine? 



What is Reconciliation?

Reconciliation in OpenRefine is the process 
of matching plain text data in your dataset to 

unique identifiers (like Wikidata Q-codes). 

This allows for: enriched, linked data that can 
be used for research, visualization, or further 

transformation.



Getting started: what you’ll need

A dataset with 
names, places, or 

entities to reconcile

A CSV file, 
usually

OpenRefine 
installed (free!) Internet access

Wikidata 
reconciliation 
utilizes a web 

API



Big concept takeaways

Reconcile Facet Cluster



Step 1: Into OpenRefine

• Upload dataset to OpenRefine
• Click “create project” -> Upload CSV (or TSV, Excel, etc.!)
• Review preview, hit “create”

Sample dataset: 

Person Role
Johann Sebastian Bach Composer
Marie Curie Scientist
Plato Philosopher













Now what? 

• Once reconciled, we can add additional information from 
WikiData

• This is helpful for ambiguous matches!
• We can reconcile with other types (location, organization, type)
• Batch reconfirming: “Actions → Match each cell to its best candidate” 

for quick approval





Common Issues
Multiple spellings or names for one item/person/entity



• Select type: `human 
settlement (Q486972)`

• OR! Leave blank for broader 
matches

• Start reconciliation
• Match correct items



Narrowing search OpenRefine uses this;
 GPT etc. are quite good with it





Duplicate entries

• Cool, everything shows as it should and will group where it needs 
to go, but there are still duplicates—now what?

• Can do this from either the corrected column, or from the “country” 
column

• You can do this by row or by table
• I like to play it safe and add a “safety column” like the Q-ids to check my 

work before I bulk merge duplicates in an entire table









Fuzzy Matching with Clustering in OpenRefine

• Go to the column you want to clean
• E.g., “Location name”

• Click column drop-down
• Edit cells 
• Cluster and edit

• Suggested clusters
• Choose your clustering method

Keying Function Distance Function Use Case
fingerprint levenshtein Good for basic typos
metaphone3 levenshtein Good for phonetic variants
n-gram-fingerprint levenshtein or PPM Good for messy text / OCR errors









You’ve made it!



Intro to OMR 
Part 2

Geneviève Gates-Panneton

Rodan and Neon tester



OMR Continued

• Symbol classification – Interactive Classifier

• End-to-End Optical Music Recognition – e2e OMR

• Neon

• Cantus Ultimus



Symbol classification in the IC

Teaching the 
computer to 

separate a folio 
image into layers 
containing staff 

lines, glyphs, etc.

Teaching the 
computer to tell 

musical 
symbols apart 

and identify 
them correctly



Intro to square neume notation

Salzinnes
CDN-Hsmu M2149.L4

Einsiedeln
CH-E 611

MS73
CDN-Mlr_MS73



4 lines of 
staff

Things that 
are notes

Latin text

deus        salvator         no             ster  ad             veni         et.

deus  in celum     vidit     gloriam   de     i          et  ihesum    stan    tem   ad  dex

perduceret                       ie    rusa        lem



C clef Custos – 
Indicates 

starting pitch 
of next staff

F clef



Punctum
=

Dot

Virga
=

Dot with a 
tail

Inclinatum
=

Dot on an 
angle



Podatus
=

Two-note 
ascending 

neume

Clivis
= 

Two-note 
descending 

neume

Oblique
=

Two-note 
descending 

neume



Back to business

Teaching the 
computer to 

separate a folio 
image into layers 
containing staff 

lines, glyphs, etc.

Teaching the 
computer to tell 

musical 
symbols apart 

and identify 
them correctly

End-to-end 
OMR!



End-to-end OMR



Neon 

Teaching the 
computer to 

separate a folio 
image into layers 
containing staff 

lines, glyphs, etc.

Teaching the 
computer to tell 

musical 
symbols apart 

and identify 
them correctly

End-to-end 
OMR!



https://ddmal.music.mcgill.ca/Neon/

https://ddmal.music.mcgill.ca/Neon/
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Music Encoding 
Initiative (MEI)

Yinan Zhou
DDMAL, McGill University
Training Week 2025 Summer

1



What is MEI?

2



➔ Encodes music scores, metadata, and editorial work

➔ Built using eXtensible Markup Language (XML)

◆ HTML: for web pages

◆ TEI: for text

◆ MEI: for music

MEI

3



What does MEI look like?

4



5



➔ Uses nested tags

➔ Human-readable

➔ Machine-readable

It looks like code

6



MEI Structure

7
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Facsimile Module

9



➔ Regular MEI doesn’t show information about positioning

➔ Positioning matters for OMR

Why do we need facsimile?

10



➔ Connect an MEI file with an external 
image source

Facsimiles

11



12



Attributes

13



 nc  nc@tilt="n"  nc@tilt="s" clef@shape="C" clef@shape="F"

Punctum Reversed virga Virga C clef F clef

➔ Describe details of musical elements

Attributes

14

<nc xml:id="m-10c4dc04" facs="#m-4f016e77" oct="2" pname="f" tilt="n"/>



MEI and Neon
Comparing MEI code with its rendering 

in Neon to better understand both
(hopefully)

Geneviève Gates-Panneton 



1

N
eu

m
es



2

Syllables



3

Syllables



4

Toggled 
syllables



5

Toggled 
syllables



6

Divisiones



7

B
   A
      G

Clefs and 
accidentals



8

Clefs and 
accidentals



https://ddmal.music.mcgill.ca/Neon/

https://ddmal.music.mcgill.ca/Neon/

9

Thank you!

https://ddmal.music.mcgill.ca/Neon/
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